Information content of point radiance measurements
in turbid media: implications for interstitial optical

property quantification

Lee C. L. Chin, William M. Whelan, and I. Alex Vitkin

Motivated by a recent report by Dickey et al. [Phys. Med. Biol. 46, 2359 (2001)], who demonstrated optical
property retrieval by using relative radiance measurements at a single position, we investigate the
uniqueness of relative radiance measurements for quantifying the optical properties of turbid media by
studying the solutions of the diffusion and P3 approximations of the Boltzmann transfer equation for a
point source. Using the P3 approximation, we investigate the potential of radiance measurements for
optical property recovery by examining the optical property response surface for point radiance infor-
mation. We further derive first-order similarity relations for relative point radiance measurements and
use these expressions to examine analytically the effects of noise on optical property retrieval over a wide
range of optical properties typical of biological tissue. Finally, optimal experimental configurations are
studied and explicit conditions for uniqueness derived that suggest potential strategies for improving
optical property recovery. It is expected that point radiance measurements will prove valuable for both
on-line treatment planning of minimally invasive laser therapies and optical characterization of

tissues.
OCIS codes:

1. Introduction

The determination of tissue optical properties has
long been important in the biophotonics community
for quantitative determination of functional param-
eters (e.g., chromophore concentration) and planning
for treatment of laser-based therapies. Typically, one
determines optical properties by fitting the diffusion
theory for light transport in tissue to relative fluence
measurements performed at known source—detector
locations. The absorption and scattering properties
are inherently separable by use of spatially resolved
relative steady-state measurements because the flu-
ence measured one mean free path (MFP) from the
source is primarily a function of the scattering prop-
erties, while the fluence several MFPs from the
source is due to both scattering and absorption. Using
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surface reflectance geometry, one can sample a range
of source—detector locations to provide unique optical
property determination in a noninvasive manner. In-
terstitially, however, measurements one MFP from
the source are impractical owing to invasiveness
and inaccurate positioning. With such limitations, a
range of different optical interaction parameters can
result in the same spatial light distribution. The
mathematical expressions that relate such equiva-
lent parameters are known as similarity relations.!
To overcome the limitations of optical similarity, in-
terstitial characterization of tissue optical properties
has typically required absolute fluence measure-
ments,23 which can be difficult to obtain accurately.

Recently the development of directional sensors
has allowed for an alternative to traditional fluence
characterization and monitoring of laser therapies.+>
Using relative radiance measurements at a single
distance and the P3 approximation as a model for
fitting, Dickey et al.® demonstrated the ability to
characterize the optical properties of liquid optical
phantoms. Their research indicated that radiance in-
formation obtained at a single spatial position may
allow for more localized recovery of optical properties
than can spatially resolved fluence methods, without
the requirement of absolute calibration. However,
their research was limited to a single optical property
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pair and set of experimental parameters, and a more
comprehensive study is necessary to demonstrate the
full potential of this technique. In particular, the
range of optical properties over which radiance mea-
surements can accurately recover optical properties
and the optimal experimental parameters necessary
to do so have yet to be studied. Furthermore, it was
unclear whether the P3 approximation is a necessary
model for inversion or whether the commonly used
diffusion theory is sufficient for fitting.

In this paper we examine the uniqueness of optical
property recovery from relative point radiance mea-
surements over a broad range of properties typical of
biological tissue with and without noise. To do so we
expand on the fluence work of Wyman et al.l and
derive similarity expressions for point relative radi-
ance information. We further examine the optimal
sensor positions, angular sampling intervals, and an-
gular ranges for radiance-based optical property
characterization. Finally, we present practical strat-
egies for improving optical property retrieval. Such
analysis guides the experimental design under which
unique optical property determination is achievable.

The paper is organized as follows: In Sections 2 and
3 we present the analytical P3 radiance expression
and examine the regimes whereby the P3 model con-
verges to the diffusion approximation for radiance. In
Section 4 we review briefly the experimental limita-
tions typically encountered in interstitial steady-
state fluence measurements and comment on how
they lead to nonunique optical property recovery. The
potential of radiance measurements is demonstrated
by use of Monte Carlo (MC) simulations. In Section 5
we compare the performance of both the diffusion and
P3 approximations for modeling point radiance mea-
surements against MC simulations over a selected
range of sensor positions and albedos. In Section 6
the chi-square terrain of relative point radiance data
is studied. In Section 7 similarity relations are de-
rived, and in Section 8 a new technique presented for
studying the uncertainty of point radiance measure-
ments for recovering optical properties in the pres-
ence of noise. Using this technique, we examine the
uncertainty of point radiance optical property deter-
mination over a wide range of optical properties
typical of biological tissue. In Section 9 we establish
optimal experimental conditions for radiance-based
retrieval of optical properties, and in Section 10 we
suggest practical experimental strategies for im-
proved optical property recovery. Finally, we con-
clude with a brief discussion of the implications of our
results.

2. P3 Approximation to the Boltzmann
Transport Equation

In this study we utilize the P, approximations to the
Boltzmann transport equation for the radiance, L, that
results from a point source emitting light in an infinite,
homogeneous, turbid medium. These solutions are ob-
tained by expansion of the Boltzmann transport equa-
tion to Nth order for the radiance, phase function, and
source as a series of Legendre polynomials and by
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solving the resultant set of coupled equations for the
relevant boundary conditions. Particularly close to
the source, radiance measurements are sensitive to the
exact form of the phase function, which is generally
unknown a priori. Although it is unable to completely
describe the measured phase functions of all biological
tissues, the Henyey—Greenstein phase function” was
recently applied in forward models to extract local
chromophore concentrations in reflectance geometry
at close source—detector separations in rat tumor® and
determine optical properties by using point radiance
measurements in ex vivo human prostate.6 In the re-
search reported here, unless stated otherwise, the
Henyey—Greenstein phase function was used to model
the light scattering in tissue. Owing to the asymmetry
of the Legendre polynomials, odd-order solutions are
better suited for modeling asymmetries in the forward
and backward radiance and, therefore, tend to be more
accurate than their preceding even-order expansions
in describing the light distribution near boundaries
and in low-albedo media.® Truncation of the Boltz-
mann transport equation to first order leads to the
well-known diffusion approximation, whereas a third-
order expansion results in the P3 approximation. The
diffusion approximation has commonly been applied as
an inversion algorithm despite its restrictions at loca-
tions proximal to the source and for low scattering
media. However, extension to the P3 approximation
has been shown to provide accurate quantification of
optical properties at distances less than one MFP and
for albedos as low as 0.59.19 Hull and Foster© previ-
ously demonstrated the validity of the P3 approxima-
tion by comparison with MC simulations over a wide
range of optical properties that are typical of biological
tissues.1? The resultant expression for radiance is

3 20+1
L(r, 0) = Sogo A [C'hy(—v )Q(—vr)
+D'hy(—v")Q(—v'r)]Py(9). (D

Here r is the radial source—detector separation and 6
is the detection angle relative to the radial normal
vector. S, is the source power. v" and v~ are eigen-
values that result from the third-order expansion of
the transport equation and are similar to the effective
attenuation coefficient, .4, and the reduced trans-
port coefficient, p,’, in the diffusion approximation,
respectively. P, are Legendre polynomials of order
[ = (0,1, 2, 3), while @, are given by the recurrence
relation Q,(x) = Q,_(x) — (2l — 1/x)Q,_1(x), with
Q,(x) = exp(x)/x and Q;(x) = (1 — 1/x)exp(x)/x. h; are
functions of either v or v~ and the medium’s optical
properties and are
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Fig. 1. Geometry for point radiance measurements.
gp‘a“‘t(l) Svr
hs(v™)=| - C+ (2)
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where p“t(l) % Meq + Mg 1)5 M O = ) p‘s’(Z) = M‘s(l
— g), and v* is either v* or v™. In the diffusion ap-

proximation, w,'” = u,’ = w,/(1 — g), which is the
commonly known reduced scattering coefficient.
However, in the P3 approximation the second- and
third-order expansions of the phase function result in
two higher-order values of p,". To facilitate compari-
son with the commonly utilized diffusion theory w,’,
we employ the relations derived by Hull and Foster!°:

p“s(l _g2) = 185 “’s’a “’s(l _gS) = 26 p"s" (3)
They demonstrated by comparison with MC simula-
tions the validity of these relations over the range
0.7 =g =0.99.

Finally, C’' and D’ are derived from the boundary
conditions: continuity of radiance, conservation of
power, and finite radiance as r — %, and are given
by10

v+2]

(v )2 v [3M‘ap-'t
2m [Bpw (v —0")]

(U )2 v [3%!% -V 2]
27 [Bpe (0" =0 7)]

Note that, in Eq. (1), P, describe the angular shape of
each mode and the bracketed terms provide their
relative contributions to the total radiance. Figure 1
presents a schematic of the relevant experimental
geometry whereby radiance information is collected
by means of a right-angle probe at a distance r from
an isotropic source. At r, a radiance profile can be
obtained by rotation of the sensor from 6 = 0° (the
collecting side of the sensor faces the source) to 6
= 180° (the sensor faces away from the source). The

c=-

D' = (4)

numerical aperture of a radiance sensor can be ex-
plicitly accounted for by integration of Eq. (1) over a
known acceptance angle. However, Dickey et al. pre-
viously showed experimentally that 6 is well approx-
imated by the center angle of collected radiance.®

3. Convergence of P1 and P3 Approximations

Here we examine how the P3 solution converges to
the diffusion approximation for radiance. Hull and
Foster'® and Boas!! previously demonstrated that,
when reduced albedo ¢ = p,'/p,’ + W, is in the
range a = 0.8,v° = pg Furthermore, as D'k,
(—v")Q,(—v'r) is a term that contributes significantly
only at source—detector separations of less an approx-
imately two transport MFPs, one can assume that at
several MFPs from the source this term can be ne-
glected.1?

Using the diffusion relation w.;* = 3" and not-
ing that v** > 3p,n,"Y > v, we find that
C’ L
- 2MaMEff ’ 1(v ) - Peft’
[ 1 “"eff2 :|
h v — —= + = O,
2( ) L 2 2Meff2
h (U_) -_ 3”‘6932 T 3p‘eff _0 (5)
’ | 14T 1407 ]

Under conditions that satisfy the diffusion approx-
imation, the second and third moments containing
the h;(v™) coefficients defined by Egs. (2) go to zero.
Furthermore, when Eq. (1) is expanded to the first
two moments and relations (5) are used instead of
Egs. (2) and (4), we arrive at the familiar diffusion
theory solution for radiance!?:

P,
4w 41'er [1 + 3(D/r + Vb )COS 6]

X exp(— st ), (6)

L(r, 0) =

with D = 1/3(p," + p,). When the higher-order terms
are added, slight deviations from Eq. (6) begin to
arise to account for lower albedos and close source
positions. Hence the diffusion approximation is valid
only where there is a minimal contribution from the
second- and third-order modes, which is the case for
turbid media with high albedos and spatial positions
far from sources or boundaries. Although it is limited
as a forward model for optical property retrieval,
Eq. (6) provides a simplified, analytical expression
that may be used to study explicitly the uniqueness of
relative point radiance measurements for recovering
optical properties (as we show below in Sections 7
and 8).
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Fig. 2. (a) Monte Carlo simulations of fluence distribution nor-
malized to r = 0.5 cm for three combinations of p, and p," and the
same g Beyond ~0.2 cm the three profiles are virtually indis-
tinguishable. (b) Monte Carlo simulations of the radiance distri-
bution normalized to 6 = 0.9° at » = 1 cm for the same optical
property combinations as for (a). The three curves are well sepa-
rated despite the equivalent fluence distributions.

4. Information Content of Relative
Steady-State Measurements

In the case of relative fluence measurements, a fully
sampled spatial distribution at one MFP and several
MFPs from the source is required for unique deter-
mination of the scattering and absorption properties
of turbid media. This is demonstrated in Fig. 2a,
which shows that MC simulations adapted from a
previous platform?5.16 were used to generate fluence
distributions with three different reduced albedos
and the same .z of 1.74 cm *, as a function of radial
distance r, from the source. The resultant relative
fluence distributions are normalized to » = 0.5 cm for
the three optical property sets. At distances less than
~0.2 cm, the curves are clearly separated and appear
unique. However, experimentally, interstitial mea-
surements one MFP from the source are generally
impractical owing to invasiveness and inaccurate po-
sitioning. Under such limitations, a range of different
optical interaction parameters can result in the
same spatial light distribution. Notice that beyond
~0.2 cm the fluence distributions converge, becoming
virtually identical. This interplay between scattering
and absorption, which can lead to identical fluence
profiles generated with different optical properties,
has been called optical similarity by Wyman et al.t
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and underscores the difficulty in characterizing opti-
cal properties with relative steady-state fluence mea-
surements. To overcome the limitations of optical
similarity, optical property retrieval using fluence
measurements typically requires an experimentally
determined calibration factor, Cy, to convert photo-
voltage readings to absolute fluence. It is difficult to
obtain factor Cy accurately,!3-14¢ making unique de-
termination of optical properties impossible if the cal-
ibration factor is not known. Figure 2(b), however,
shows the potential of using relative radiance infor-
mation for optical property recovery. Again, we used
MC simulations to obtain relative radiance profiles at
1 cm from the source by using the same three sets of
optical property that generated the fluence profiles in
Fig 2(a). Because of the finite angular bin size (A6
= 1.8°) used in the MC simulations, the radiance
profiles are normalized to 6 = 0.9° and not to 0°. The
three curves are well separated despite the equiva-
lence in the effective attenuation coefficient. Al-
though Fig. 2 illustrates the increased information
content of point radiance measurements relative to
spatial fluence profiles, the key to optical property
characterization is whether, analogous to the fluence
approach, optical similarity relations exist for rela-
tive radiance measurements with a single sensor. If
they do, the unique determination of optical coeffi-
cients based on radiance data may be impossible.

5. Accuracy of Diffusion and P3 Approximations:
Comparison with Monte Carlo Simulations

In Section 4 the potential of relative radiance mea-
surements was demonstrated through MC simula-
tions. Although they are accurate, MC simulations
are generally ill suited for data fitting because of their
long computational times. Therefore in this section
we briefly explore the diffusion and P3 approxima-
tions as potential forward models for optical property
determination by using relative radiance measure-
ments.

Figure 3 shows the resultant diffusion and P3
radiance profiles compared with MC results for in-
put parameters of w,’ = 10em ' and p, = 0.01,

1.75cm ' at » = 0.5, 1.3 cm. The conditions were
chosen to demonstrate clearly where the diffusion
and P3 converge and to compare the performance of
the P3 approximation under conditions when the
diffusion approximation breaks down (close to the
sources and for low albedos). In Figs. 3(a) and 3(b),
K" is 1000 times larger than p,, satisfying a well-
known condition for diffusion theory. Despite the
high albedo, Fig. 1(a) shows that at a close source-
detector separation of ~5 transport paths from the
source (r = 0.5 cm) the diffusion approximation
greatly deviates from MC results, whereas the P3
approximation shows excellent agreement. As indi-
cated in Section 3, the diffusion and P3 solutions
converge at larger source—detector separations (r
= 1.3 cm), both demonstrating good agreement with
MC results [Fig. 1(b)]. By contrast, in Figs. 3(c) and
3(d), ' is only 5.7 times greater than p,. As may be
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Fig. 3. Comparison of Monte Carlo (circles) generated relative radiance versus the diffusion (dotted curves) and P3 (solid curves) forward

models for optical property sets of (u, = 0.01 cm™*

1.3 cm.

expected from the previous case, far from the source
at r = 1.3 cm, one might expect the light field to be
well described by the diffusion approximation. Yet
Fig. 1(d) shows that, even 15 transport paths from
the source, in the case of low albedos the diffusion
approximation again provides a poor description of
the radiance. By contrast, the P3 approximation
provides excellent agreement in all conditions pre-
sented, even for the low-albedo case at r = 0.5 cm
where diffusion theory performs most poorly. The
cases above satisfy a wide range of typical experi-
mental conditions. However, even in the P3 approx-
imation, early truncation of the phase function
results in inaccuracies of the model at positions too
close to the source. This breakdown typically occurs
at low albedos but is virtually nonexistent beyond
several MFPs from the source. Therefore we re-
stricted our analysis to a starting sensor position
greater than or equal to 5 mm. Furthermore, at this
distance and for optical properties typical of tissue
in the near-infrared window, radiance measure-
ments are much less sensitive to the exact form of
the phase function.'” Unless otherwise noted, all
forward calculations for the remainder of this paper
are performed with the P3 approximation.

.k =10cm ™) and (p, = 1.75 cm™

L, u/ = 10 ecm™') at sensor positions of r = 0.5,

6. Chi-Square Space Examination of the Uniqueness
of Relative Point Radiance Measurements

To determine optical properties by using radiance
information, one must find a set of absorption and
reduced scattering coefficients that, when they are
input into the P3 forward model, generate a radiance
profile that minimizes the chi-square difference, x?,
relative to the experimentally measured radiance
profile in the medium being characterized. The x?
function is described mathematically as

X (s 1s')

Nco L 2 el _L ) el’ a’ S, ?
— :21) { [(7‘ )exp }8)3(ri2 M . )P3:|} . (7)

exp

L., is the experimental radiance at position r and
measured at the ith detection angle, 6°. In this study,
detection angles ranging from 0° to 180° with 2° an-
gular resolution were used. Parameters r and 6’ are
assumed known during fitting. Lp; is the relative ra-
diance obtained with the analytical P3 appro-
ximation from the vector of parameters u =
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[7, 0, ko, W' ], While BExpi is the standard deviation of
the radiance at each detection angle (1 for noiseless
conditions).

For a radiance profile L., to be unique for a given
(K> ') pair, a global minimum must arise when
Eq. (7) is calculated over all possible (p,, ;") combi-
nations. Nonuniqueness can arise when multiple
minima are associated with the same radiance profile
or when experimental noise is larger than the x* dif-
ference between the absolute minimum and its sur-
rounding valleys. To determine whether a global
minimum exists for point radiance measurements,
we generate contour plots of x* values as a function of
i, and . The terrain of such plots, also known as x*
space or the response surface, can provide indications
of whether convergence to a unique solution is likely
to occur during fitting.

Here we present four contour plots, shown in Fig. 4,
whereby L., is simulated by use of the P3 appro-
ximation for two sets of nominally true (p,, W)
pairs: (p, 0.0lem ™, ' 10ecm ™) and (p,
=1.75cm ', u,/ = 10 cm ') and two sensor positions,
r = 0.5, 1.5 cm. We chose these parameters with
which to examine the difference in x* terrain between
two distinct albedos and sensor positions. The x* dif-
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ferences are very small, with each contour line typi-
cally representing a value from 10~ to 107, and, as
such, are presented on a log scale for clarity.

Examining Fig. 4, we find that the response surface

is analogous to a river bed extending across the entire
examined x® space and located at the bottom of a
rapidly descending valley. Examining the region of
absolute minima in Fig. 4, we see that, in all cases,
the x* space reveals concentrically decreasing valleys
surrounding an absolute minimum located at a
(e, ') pair corresponding to the true properties.
Small islands of minima scattered within the lowest
x? valley are also observed. The presence of such is-
lands can lead to nonunique solution sets in the pres-
ence of noise and to cross talk in optical properties
during fitting.

Examining the x> topography for the two different
sensor positions, we observe that, for both property
sets, a higher density of minima exists about the
absolute minimum for the 1.5 compared with the
0.5 cm value. This is particularly evident for the low-
absorption case. Similarly, comparison of the x* to-
pography for the two property sets for the same
sensor position sets demonstrates a higher density
of surrounding minima for (u, 0.0lem ™, '



=10 cm ) than for (p, = 1.75ecm ™}, p,’ = 10 cm ™).
The x> plots appear to indicate that, for the optical
properties studied, radiance data obtained from high
., media and close sensor positions are more likely to
converge to a true solution during fitting than low .,
media and far sensor positions. In Sections 8 and 9
below, we present a more comprehensive analysis
over a wider range of property sets and sensor posi-
tions.

The existence of a global minimum located at the
true properties suggests that under noiseless condi-
tions optical properties can indeed be determined by
use of a single radiance sensor. However, although
only one global minimum exists, the absolute differ-
ence between the surrounding x® valleys is small and,
in the presence of increasing noise or random errors,
results in an expanded number of possible solution
sets. In Section 7 we derive explicit analytical expres-
sions that provide a first-order estimation of optical
property pairs that produce the lowest x* values sur-
rounding the global minimum. These optical property
sets result in x* values that lie close to the global
minimum and, as such, are likely solutions during
fitting. Therefore, by studying their x* values relative
to a predefined noise threshold we can examine the
effects of noise on optical property determination
without the requirement of sampling over all of
space.

7. First-Order Similarity Relations for Relative Point
Radiance at a Single Position

The P3 generated x* plots in Fig. 4 demonstrate that,
over the typical range of expected optical properties of
biological tissues, an absolute minimum exists. How-
ever, in this section we show that first-order similar-
ity solution sets exist for relative point radiance
measurements and that, experimentally, the inabil-
ity to detect the second- and third-order modes may
lead to nonuniqueness for radiance characterization
of tissues.

Starting with the diffusion approximation expres-
sion for radiance, Eq. (6) contains the P, term typi-
cally required for calibrating photovoltage readings
to absolute radiance. To remove this term we normal-
ize Eq. (6) to any radiance detection angle and arrive
at

L.a(r, 0)= C[l + 3(D/r + \s‘paiD)cos 6]. (8

Here C is a known constant determined by the nor-
malization angle. When 6 = 90°, C = 1 and it is clear
that, in the case of linear anisotropy, the radiance is
a straight line in cos 6 with the intercept always
known a priori and the slope a function of the optical
properties and sensor position. Expanding the slope
explicitly as a function of p, and w," gives

K A7 B+ )] ©)
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Fig. 5. Optical property pairs that generate the same relative
radiance distribution for two optical property sets at sensor posi-
tions of 0.5 and 1.5 cm.

tion at r calculated by use of the true properties and
is independent of the angle by which the radiance
distribution is normalized. A unique solution would
require that only one p,’, p, pair satisfy K. However,
rearranging Eq. (9) yields a quadratic equation in p,:

Ap2 + Bp, + C =0,
A=K-3,

2K
B:2K2|“l’s, _T_3|J's,>

2Kp,’
C = (Klks/)z —

1
+—. (10)

r rz

Equation (10) states that at a given sensor position r
and for any p,’, there exists a w, that results in the
same K. It is interesting that below a minimum p,’
value, (u,, ') pairs determined from Eq. (10) do not
satisfy Eq. (9). The reason for this is that these optical
properties lie outside the validity of the diffusion re-
gime. We can determine the minimum reduced scat-
tering coefficient, w, .;,", by setting p, = 0 in Eq. (10)
and solving for w,’. Below . .i,', 1, decreases until it
reaches a minimum at 0 and then increases again
above ', resulting in two possible p," values’ be-
ing associated with identical ., to generate the same
radiance profile. Therefore the breakdown of Eq. (10)
below ., i, may also be explained physically because
no two p," can be associated with the same ..
Figure 5 plots the resulting similar solution sets for
radiance curves generated by use of the same
nominal true properties examined in Fig. 2 (p,’ =
10ecm ™}, p, = 0.01, 1.75cm *atr = 0.5, 1.5 cm).
Examining Fig. 5, we see that p, increases almost
linearly as a function of increasing p.,’ to maintain the
same radiance shape. Because of the effective atten-
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uation coefficient, per = [Spa(ps’ + po)]Y?, similar
solution sets for relative radiance measurements
have unique . This result is in contrast to first-
order similarity relations for fluence where p, must
decrease with increasing p,’ to maintain the same
overall attenuation. Comparing the P3 generated x*
plots of Fig. 4 with those of Fig. 5, we notice that the
similar optical property pairs of Fig. 4 are equivalent
to the locations of the deepest x* valleys of Fig. 4.

However, unlike the x? plots generated by use of
the P3 approximation, a global minimum does not
occur with the P1 approximation, indicating that
uniqueness emerges because of the presence of the
second- and third-order modes. Therefore the ability
to experimentally detect the second- and third-order
modes will determine whether optical properties can
be uniquely recovered. Such limitations are depen-
dent on the noise level of the measurements. In Sec-
tion 8, we describe a simple noise model relevant to
typical radiance measurements performed in our lab
and present a method that uses the first-order simi-
larity relations derived in this section to investigate
the expected fractional uncertainty in recovered op-
tical properties owing to noise.

8. Uncertainty Analysis of Point Radiance Optical
Property Recovery

A. Noise Model

Given ideal experimental conditions, the uncertainty
in the measured radiance signal at each detection
angle is determined by random voltage fluctuations
from the detector. However, in most practical situa-
tions the dominant uncertainty in the amplitude is
due to random errors in detection angle. To investi-
gate the effects of noise on point radiance optical
property recovery, we simulate two different noise
models: random rotational errors and root-mean-
square root-mean-square noise in the photodiode,
and utilize the P3 approximation as a forward model
to simulate experimental measurements.

In our experiments a radiance probe is rotated me-
chanically on an automated stage. The rotational
stage has a 2° resolution and an estimated worst-case
0.5° uncertainty for each detection angle 6°. This un-
certainty is simulated directly by randomly dis-
tributing errors at each detection angle 6 from
—0.5° to +0.5°. The new noisy detection angles are
substituted into the P3 forward model to generate
noisy radiance measurements, L, .

The root-mean-square noise is simulated by use of
a worst-case manufacturer-quoted 0.1% fluctuation
in the photodiode (Thorlabs) and was estimated from
a range of photovoltages measured experimentally
for various radiance detection angles at sensor posi-
tions of 0.5 and 1.5 em (from the source) in Intralipid
phantoms with optical properties ranging from p,’
= 10cm ' and p, = 0.01-5 cm *. This noise is as-
sumed to follow a normal distribution and is added to
L

r,noise*
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B. Analysis of Uncertainty in Optical Property Recovery
Owing To Noise

The first-order similar-solution sets obtained from
Eq. (10) can be utilized to estimate the uncertainty in
recovered optical properties that is due to experimen-
tal noise. Recall that, in x* space, these optical prop-
erties lie close to the global minimum and therefore
become potential solutions in the presence of noise.
As an example, Fig. 5 plots x* values as functions of
ns' and w, where L., in Eq. (7) is calculated from the
P3 approximation with the true properties of w, e
= 1.75cm ! and M true. = 10 cm ! while Lp; is calcu-
lated with the corresponding similar optical property
sets determined by Eq. (10). A sensor position of r
= 1.0 cm is used in the calculations.

Figure 5 is essentially a cross section of the deepest
valley in x? space. Also shown is the x* threshold
determined by addition of the experimentally esti-
mated noise described in Subsection 8.A to L.y, The
optical properties associated with x* values below the
noise threshold are potential solutions during fitting.
The span of these potential solutions is determined
from the minimum and maximum " or w, x-axis val-
ues where the noise threshold intersects the x* curve
[shown in Figs. 6a and 6(b)]. As a further demonstra-
tion, Fig. 7 plots the corresponding relative radiance
curves generated by use of the true properties with
and without noise and the corresponding minimum
(e = 1.6ecm ™%, p,’ = 8.93 cm ™) and maximum (p,
=2.07cm ', p,’ = 11.42 cm ') optical property sets,
which are virtually indistinguishable from each
other.

The fractional difference, eyux (or eypy), between
M true @nd the maximum p, yax’ (Or minimum g yy')
reduced scattering coefficient is given by

|M‘s,true’ - l"“S,MAX’l ) (11)

EMAX = ’
p‘s,true

eymax and ey are then averaged to provide a measure
of the uncertainty, &, in recovered optical proper-
ties by use of a single radiance sensor. A similar
equation is used to calculate e, for w,y .. The
method described provides an analytical technique
with which to reasonably estimate the effects of ran-
dom noise and is independent of the fitting algorithm
used for inversion, thereby allowing a direct assess-
ment of information content to be made. Here we
analyze the the intrinsic information content of radi-
ance measurements only when the exact experimen-
tal parameters are assumed known. It should be
noted that, when one is investigating the effects of
systematic errors, direct fitting algorithms such as
singular-value decomposition or Levenberg—Mar-
quardt inversion must be utilized.

C. Optical Property Dependence

Figures 8(a) and 8(b) show contour plots of ¢,,, cal-
culated by the method described in Subsection 8.B
for p, and p,’, respectively, with p,’ ranging from
5to 15 cm ' and p, spanning 0.01 to 5 cm*. The re-
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Fig. 6. x2 difference between P3 radiance distributions calculated
by use of the true properties of (p, = 1.75ecm ™!, u,’ = 10 cm ™ 1) and
similar optical property pairs generated with Eq. (10) as a function
of (a) p,'and (b) p, at 1 cm. Dotted lines, the x? difference between
radiance generated by the use of the true properties with and
without noise. The intersection point of the x? distribution with the
noise threshold provides an estimation of the minimum (p, =
1.6cm !, /' = 8.03 cm ') and the maximum (p,= 2.07 cm ™, '
= 11.42 cm™!) deviations in optical properties owing to noise.

sults are presented for a radiance sensor located at
r = 1 cm and 6 ranging from 0° to 180° with 2° res-
olution. Figure 8 demonstrates that radiance deter-
mination of p, is more sensitive to noise than p,’,
with the uncertainty generally 1.5-2 times greater
for ., than for p,". Examining the overall topography
for both p, and p,’ reveals two general trends.
First, for a given fixed p,’, the uncertainty in-
creases as ., increases. This trend is likely due to an
increase in sensitivity from rotational error as the
radiance field becomes increasingly anisotropic (e.g.,
the radiance field changes more rapidly as a function
of detection angle) at higher p,. This conclusion is
supported by our observation that, if no rotational
error is present, only a minor increase in fractional
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Fig. 7. Relative radiance distribution for optical properties of p,
=175cm %, p,/ = 10 cm ™!, and » = 1.0 cm (dashed black curve).
Circles, the same radiance distribution with added noise. Also
plotted are the radiance distributions for the minimum (p, =
1.6cm 1, w,/ = 8.03 cm™ 1) and the maximum (p, = 2.07 cm™ %, '
= 11.42 cm ') deviations in optical properties that are due to noise
(solid green curve). Within the noise level, the curves are virtually
identical.

uncertainty is observed with increasing ., (data not
shown).

Similarly, for a given fixed p,, the uncertainty also
increases as p,’ increases. This trend is likely due to
the emergence of an expanded number of optically
similar solution sets as the diffusion regime is ap-
proached at higher p,’. The increase in uncertainty is
mirrored in x* space, where, for a given fixed p,, the
absolute minima become progressively shallower rel-
ative to their surrounding terrain as p,’ increases
(data not shown). Such shallow minima are particu-
larly sensitive to noise because, for the same noise
threshold, a larger set of potential similar solution
sets exists than for x? terrain with a steeply descend-
ing global minimum.

The results indicate that, in general, for media
with ~u,’ = 11cm ' and w, = 2 ecm ™, optical prop-
erty recovery with relative radiance measurements is
optimal, while determination of optical properties in
media with properties outside this range is recovered
with greater uncertainty. Still, overall the contour
plots indicate that optical properties are expected to
be recovered with maximum uncertainties no greater
than 25% (under the noise and experimental condi-
tions quoted). However, in practice, systematic errors
such as in positioning may arise that increase the
overall error.

9. Optimizing Experimental Design and Strategies

In Section 8 we demonstrated that, owing to small
differences in the surrounding x* valleys about the
true minimum, radiance measurements are affected
by experimental noise. This investigation was per-
formed at fixed sensor position, angular resolution,
and angular sampling range. In this section, using
the noise analysis described in Subsection 8.B, we
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Fig. 8. Contour plots of maximum uncertainty in recovered (a) p,,

and (b) " owing to the presence of experimental noise at a sensor
position of 1 cm.

investigate the geometries and angular sampling cri-
teria that optimize the information content of point
radiance measurements. In all cases, error bars are
the standard deviation of &, calculated from 100
randomly generated noisy radiance distributions.

A. Sensor Position

Figures 9(a) and 9(b) plot &, for p, and p,’, respec-
tively, as a function of sensor position r for nominal
true optical properties of u,/’ = 10cm ' and p, =
0.05, 0.5, 5 cm *. These optical properties were cho-
sen to span a large attenuation and albedo range for
typical tissues. The plots demonstrate that the frac-
tional uncertainty increases as a function of increas-
ing sensor position with uncertainties increasing by
approximately 2—4 times for both w, and p," as r is
moved from 0.5 to 1.5 cm. This demonstrates that ra-
diance measurements close to the source provide
more-accurate recovery of optical properties than do
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Fig. 9. Fractional uncertainty owing to noise in recovered (a) p,

and (b) p,’ for three optical property sets as a function of increasing
source—sensor separation.

measurements far from the source. The likely expla-
nation is that farther from the source, we approach
the diffusion approximation regime in which differ-
ences between the forward and backward radiance
decrease. This overall flattening of the radiance pro-
file results in a loss of distinctiveness and sensitivity.
The results suggest that, if possible, radiance sensors
should be positioned no greater than ~1 c¢cm apart for
accurate optical property characterization. Although
close source—detector positions are preferable for ac-
curate quantification, as stated above, measurements
adjacent to the source begin to exhibit inaccuracies in
the P3 model and for typical optical properties in the
near infrared are limited to a minimum measure-
ment position of ~0.5 cm.

B. Angular Sampling Interval and Maximum

Sampling Angle

Figures 10(a) and 10(b) plot &, for p, and p’, respec-
tively, as a function of angular sampling interval A6
for nominal optical properties of w,/’ = 10cm*
and u, = 0.05, 0.5, 5 cm ' and a fixed sensor position
of r = 1 cm. In all cases, measurements span 0° to
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Fig. 10. Fractional uncertainty owing to noise in recovered (a) .,
and (b) p," as a function of angular sampling interval for three
optical property sets and a sensor position of 1 cm. All radiance
data span an angular range of 0°~180°.

180° with a 90° sampling interval containing three
measurements (at 0°, 90°, and 180°) and a 1° sam-
pling interval that has 181 measurements. Interest-
ingly, the angular sampling interval appears to have
a minimal effect on the overall uncertainty in recov-
ered optical properties, with a difference of only ~1%
between A6 = 1° and A6 = 45°, and although it is well
within the error bars of the data, only a slightly
larger difference of ~8% at A6 = 90°. However, at an
angular sampling interval of 180°, a large jump in
uncertainty occurs, as one might expect with only two
measurements.

The angular sampling range (6 = 0° to the maxi-
mum sampling angle, 0y,x), however, plays a more
crucial role for accurate point radiance characteriza-
tion of optical properties. Figure 11 plots the relative
error as a function of 6y,x, using the same optical
properties and sensor position as above. In all cases,
angular sampling interval A6 was adjusted such that
the radiance curve was composed of 90 equally spaced
measurement from 6 = 0° to 0yxx. The results dem-
onstrate that both p,’” and ., can be optimally char-
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Fig. 11. Fractional uncertainty owing to noise in recovered (a) .,
and (b) .,/ as a function of maximum angle sampled for three
optical property sets and a sensor position of 1 cm.

acterized, provided that a minimum 90° scan is
performed. Beyond 90°, no significant improvement
in optical property characterization is observed. This
indicates that optimal point radiance characteriza-
tion requires measurements with angular sampling
intervals of at least 90° and with the total number of
measurements relatively unimportant.

Figures 12(a) and 12(b) are contour plots that dem-
onstrate the dependence of ¢,,, on both A8 and 6yx
for a fixed optical property set of p, = 0.5 cm ! and
ws' = 10 cm ™' The plots verify the general conclu-
sions of Figs. 10 and 11 and show that for the optical
properties under consideration a value of A8 of less
than ~90° combined with a value of 6y, no less than
90° is required for both p," and p, are to be recovered
with better than ~15% accuracy.

10. Uniqueness Conditions for Relative Radiance in
the Diffusion Approximation

Although it is convenient to utilize single sensors to
characterize tissue optical properties, it is reasonable
to assume that, adding additional relative radiance
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measurements or constraints can improve fitting per-
formance. Consider the inverse of the slope, S, in
Eq. (6):

1 Wefr Meeff + 3“’(1
e + —
3 et

S= (12)

Examining Eq. (12), we see that the slope of 1/S
versus 1/r is a function of p.4, whereas the intercept
contains both p.sand p,.

Therefore, relative radiance measurements at mul-
tiple positions may provide improvements in optical
property recovery. Experimentally, multiple radiance
sensors have the advantage that they do not need to
be calibrated relative to one another. Conversely, as
the method is based on a change in slopes, it requires
reasonable separation between sensors for unique re-
covery of optical properties. As shown in Figs. 4 and
5, different sensor positions result in a change in the
x? topography even for the same optical properties.
However, for all sensor positions the global minimum
intersects at the true solution. Therefore, adding the
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by use of a p.y constraint. The true optical properties are p,
=0.0lcm 'and u,’ = 10 cm™ L.

x? space of different sensor positions increases the
regions surrounding the true solution, thereby lead-
ing to a more pronounced global minimum. Con-
versely, as r; — r, the terrain approaches the x?
topography of a single sensor.

Figure 13(a) demonstrates how the x topography
converges to a more-localized minimum [compared
with Fig. 4(b)] when relative radiance information at
both the 0.5 and the 1.5 cm positions is fitted simul-
taneously. To generate Fig. 13(a) we adapted Eq. (7)
by adding the x* values for both sensor positions. In
all cases, the P3 approximation was used as the for-
ward model in the calculations.

An even more pronounced minimum is produced if
Metr 18 utilized as a constraint during fitting. Such a
strategy is easily seen from Eq. (12), for which knowl-
edge of .4 results in a unique solution for p,. Figure
13(b) illustrates how the x* topography results in an
even more distinct global minimum when a known
Petr 18 used during fitting. Again, we generated the
resultant x* plot by adapting the x” function in Eq. (7)
to include the x* difference with the known .

Finally, Fig. 14 plots &,,, for p, and " as a func-
tion of true p, (0-5cm™") and for a fixed W, e’
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= 10cm 'atr = 1cm. The simultaneous fitting of
two sensors at 0.5 and 1.5 cm reduces the fractional
uncertainty almost twofold compared with a single-
sensor fit, while the application of a . constraint
provides virtually unique optical property recovery
even in the presence of noise.

11. Discussion and Conclusions

We have performed an analysis of absolute optical
property quantification by using relative steady-state
radiance measurements at a single position. The
analysis provides several general conclusions re-
garding optical property characterization with point
steady-state relative radiance measurements.
Using the P3 approximation, we have studied the
x® response surface for relative radiance measure-
ments at a single position and demonstrated that the
radiance profile can be used to uniquely characterize
optical properties under noiseless experimental con-
ditions. However, under noisy conditions an ex-

panded set of possible solutions emerges that leads to
uncertainty in recovered optical properties.

By employing similarity relations for relative radi-
ance measurements in the P1 approximation we have
presented an analytical technique with which to
study the effects of noise. Using this method, we have
studied the optical property regimes in which radi-
ance characterization is most accurate. Based on our
analysis, we have shown that significant uncertainty
exists in characterizing highly scattering and highly
absorbing media and that radiance characterization
is best performed when ~p, =1lcecm ' and p,
= 2cm ' We have further explored optimal experi-
mental configurations for radiance optical property
recovery. Our results indicate that a minimum of
three relative radiance measurements sampling the
0°, 90°, and 180° detection angles at a sensor position
no greater than 1 cm can be used to optimally char-
acterize optical properties. This observation carries
interesting implications for the optimal design of ra-
diance systems. First, the vital information content
for optical property recovery requires that measure-
ments be sampled to a minimum angle of 90° or
greater. In the case of radiance systems that use
mechanical rotation, acquisition time can be almost
halved compared with that for 0°~180° angles. How-
ever, an implication of the above analysis is that
mechanical rotation may not be necessary because
only two measurements are required for optimal in-
formation content. This may facilitate the packing of
two small radiance sensors into a single fiber at fixed
angular positions. In addition to increasing acquisi-
tion speed, such a design carries the further advan-
tage that uncertainties are greatly reduced because
of the absence of angular rotation errors.

Finally, by examining the diffusion approximation
expression for radiance we have indicated two strat-
egies for improving optical property quantification.
Our results show that adding a p..s constraint to a
single-sensor radiance fit greatly reduces noise sen-
sitivity and allows for significant improvements in
optical property recovery. Experimentally, the ad-
vantage of this method is that measurements at mul-
tiple points can be used to determine .4 without the
necessity for absolute calibration, although the sen-
sors must be calibrated relative to one another.
Clinically, an array of optical sensors positioned at
different locations in the tissue!® may be used to as-
Sess W, With individual sensors used to produce an
average set of optical properties. Alternatively, two
radiance measurements at different spatial positions
can be used to reduce noise sensitivity without the
necessity for a p. constraint. Furthermore, these
sensors do not need to be calibrated relative to one
another, although quantification accuracy will likely
be dependent on their relative spacing.

We believe that the results of this analysis along
with the previous work of Dickey et al.¢ indicate the
potential of point radiance measurements as an al-
ternative to traditional fluence-based methods for
quantifying the optics of homogeneous turbid media.
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Although radiance measurements were previously
used to characterize tissue properties for photody-
namic therapy, our lab has recently demonstrated
the improved sensitivity of directional radiance mea-
surements for on-line monitoring of heterogeneous
scattering media during laser interstitial thermal
therapy.5:18 In conjunction with this work, we expect
that in the future an array of radiance sensors may be
used to characterize tissue optical properties before
laser interstitial thermal therapy is performed for
on-site treatment planning and subsequently to mon-
itor on-line changes in tissue properties during laser
heating to determine the extent of thermal coagula-
tion.
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